
www.manaraa.com

†Izabela Krejtz, http://orcid.org/0000-0002-9827-8371
Received December 10, 2018; revisions received July 11, 2019; accepted August 1, 2019

© The Author(s) 2019. Published by Oxford University Press. All rights reserved. For permissions, please email: journals.permissions@oup.com

10

Journal of Deaf Studies and Deaf Education, 2020, 10–21

doi: 10.1093/deafed/enz036
Advance Access Publication Date: 29 October 2019
Empirical Manuscript

E M P I R I C A L M A N U S C R I P T

Attention Dynamics During Emotion Recognition by
Deaf and Hearing Individuals
Izabela Krejtz1,*,†, Krzysztof Krejtz1, Katarzyna Wisiecka2,
Marta Abramczyk3, Michał Olszanowski1 and Andrew T. Duchowski4

1SWPS University of Social Sciences and Humanities, Chodakowska 19/31, Warsaw, Poland 2Polish–Japanese
Academy of Information Technology 3Polish Association of the Deaf and 4Clemson University

*Correspondence should be sent to Izabela Krejtz, SWPS University of Social Sciences and Humanities, Warsaw, Poland (e-mail: ikrejtz@swps.edu.pl)

Abstract
The enhancement hypothesis suggests that deaf individuals are more vigilant to visual emotional cues than hearing
individuals. The present eye-tracking study examined ambient–focal visual attention when encoding affect from
dynamically changing emotional facial expressions. Deaf (n = 17) and hearing (n = 17) individuals watched emotional facial
expressions that in 10-s animations morphed from a neutral expression to one of happiness, sadness, or anger. The task
was to recognize emotion as quickly as possible. Deaf participants tended to be faster than hearing participants in affect
recognition, but the groups did not differ in accuracy. In general, happy faces were more accurately and more quickly
recognized than faces expressing anger or sadness. Both groups demonstrated longer average fixation duration when
recognizing happiness in comparison to anger and sadness. Deaf individuals directed their first fixations less often to the
mouth region than the hearing group. During the last stages of emotion recognition, deaf participants exhibited more focal
viewing of happy faces than negative faces. This pattern was not observed among hearing individuals. The analysis of visual
gaze dynamics, switching between ambient and focal attention, was useful in studying the depth of cognitive processing of
emotional information among deaf and hearing individuals.

Decoding facial expressions is a valuable source of informa-
tion about another’s behavior and intentions toward us (Haxby,
Hoffman, & Gobbini, 2000). Typically, people effectively differen-
tiate between emotions, with only a few fixations on the face
needed to recognize expressions (Schurgin, Nelson, Iida, Ohira,
Chiao, & Franconeri, 2014). Both visual and auditory signals of
emotion are typically used to decode emotions (e.g., Hopyan-
Misakyan, Gordon, Dennis, & Papsin, 2009); however, deaf people
may effectively decode emotions with limited access to auditory
signals (Jones, Gutierrez, & Ludlow, 2018; Letourneau & Mitchell,
2011; Sidera, Amadó, & Martínez, 2017).

Deaf individuals may have developed greater visual sensitiv-
ity to facial expressions, and as a result they may use different

strategies of visual inspection of faces during emotion recog-
nition. This is known as the enhancement hypothesis (Sidera
et al., 2017), which also holds that deaf people rely on visual
cues as a basis for interpreting another person’s state of mind,
and they may recognize facial emotions more effectively than
hearing individuals. For example, deaf British Sign Language
users outperformed hearing signers and non-signers in the faces
memory and recognition task (Arnold & Murray, 1998). In line
with this result McCullough and Emmorey (1997) indicate that
deaf American Sign Language users have higher ability to detect
subtle differences in facial features.

In contrast to the enhancement hypothesis related to sen-
sory deprivation (Merabet & Pascual-Leone, 2010), the deficit
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hypothesis (Sidera et al., 2017) holds that, due to the lack of audi-
tory cues and opportunities to hear dialogue regarding emotion,
deaf people may have difficulties in facial emotion recognition
(Dyck, Farrugia, Shochet, & Holmes-Brown, 2004).

Supporting evidence for the enhancement hypothesis also
comes from a growing number of studies suggesting that
sensory deprivation is related to sensory cross-modal neuro-
plastic changes in the brain (e.g., Armstrong, Neville, Hillyard, &
Mitchell, 2002; Arnold & Murray, 1998; McCullough & Emmorey,
1997; Merabet & Pascual-Leone, 2010; Pavani & Bottari, 2012).
These studies show that brain regions typically linked with the
lost modality receive some stimulation from the remaining
sensory modalities. This cross-modal recruitment suggests
compensatory mechanisms in deaf individuals.

The enhancement of visual attention is not general but rather
it refers to enhancement of selected aspects of visual perception,
especially peripheral vision and bottom-up attention triggered
by exogenous cues (Pavani & Bottari, 2012). Several studies indi-
cate that deaf people are characterized by enhanced selective
spatial attention (Dye, Hauser, & Bavelier, 2009; Pavani & Bottari,
2012) and a wider perceptual span (Stevens & Neville, 2006). For
example, Armstrong et al. (2002) showed that deaf individuals
are more reactive to motion in their peripheral field of vision
compared to hearing participants, whereas there were no group
differences in reactions to color stimuli in the periphery.

The present study aims to compare recognition strategies
underlying visual decoding of dynamic facial expression of
emotions between deaf and hearing people. A significant
contribution of the presented study is the use of eye-tracking
indicators of visual attention to interpret attentional strategies
during visual processing of facial stimuli. The study hypotheses
are stated after a review of relevant literature.

Background
Recognition of Emotional Facial Expressions Among
Deaf Individuals

Empirical evidence concerning visual attention among deaf
people is mixed. On the one hand several studies support
the deficit hypothesis indicating poorer recognition of facial
emotions among deaf and hard-of-hearing (DHH) individuals
compared to controls (Dyck et al., 2004; Most & Michaelis, 2012;
Wang, Su, Fang, & Zhou, 2011). For example, Most and Michaelis
(2012) showed that accuracy of emotion perception was higher
among children with typical hearing compared to children
with hearing loss in three conditions: with auditory, visual,
and auditory–visual cues. Differences between hard-of-hearing
and hearing children in facial expression recognition were also
demonstrated in adolescence and early adulthood, but to a lower
degree (Dyck et al., 2004).

On the other hand, other studies provide evidence of similar
results in hearing and deaf or hard-of-hearing (D/HH) children’s
capacity to recognize facial emotions (Hao & Su, 2014; Hosie,
Gray, Russell, Scott, & Hunter, 1998; Sidera et al., 2017; Ziv, Most,
& Cohen, 2013). Hosie et al. (1998) showed comparable levels
of performance for deaf and hearing children in labeling static
facial expressions of emotion.

The observed variability in findings suggest either deficit
or enhancement in emotion recognition may stem from
methodological nuances, for example, age of participants, level
of hearing loss, and experimental task. First, in line with the
assumption that delay in emotion recognition is linked with
language development (Dyck et al., 2004; Sidera et al., 2017),

studies with adults did not show behavioral deficit in emotion
recognition among deaf adults such as decreased speed or lower
accuracy of emotion recognition compared to hearing adults.
For example, Watanabe, Matsuda, Nishioka, and Namatame
(2011) did not observe differences in emotion recognition
accuracy between deaf and hearing adults. However, using eye
tracking, the authors indicated between-group differences in
visual decoding of emotions. Deaf participants allocated their
attention for a longer duration and more frequently to the
eyes than hearing participants who looked at the nose during
emotion recognition.

Second, a crucial factor for emotion recognition is the level
of hearing loss. Exemplar studies examined children or adults
with different rate of hearing status: deaf individuals (e.g., Sidera
et al., 2017); children with moderate, severe, and profound hear-
ing loss (e.g., Most & Michaelis, 2012); and children with cochlear
implants or hearing aids (e.g., Wang et al., 2011). For example,
Most and Michaelis (2012) observed the lowest performance
in emotion recognition among children with profound hearing
loss. Groups with moderate and moderate-to-severe hearing loss
did not significantly differ in emotion-perception ability from
children with typical hearing.

Third, differences in stimulus presentation and instructions
may influence where and how attention is allocated during
visual tasks (Boot, Ensar, & Kramer, 2009). For example, Wang
et al. (2011) who supported the deficit hypothesis used a
visual search task in which children searched for the exact
expression among five different simultaneously displayed facial
expressions. Whereas Hosie et al. (1998), who adopted the
enhancement hypothesis, asked children to recognize sequen-
tially presented facial expressions.

Fourth, Anastasi and Rhodes (2005) indicated that emotional
facial expressions of a person about the same age as the par-
ticipant were recognized with a higher accuracy than when
there was a mismatch in age between participants and people
in the presented photographs. For example, Dyck et al. (2004)
who supported the deficit hypothesis among hard-of-hearing
children displayed facial expressions of adult males and females
in the emotion recognition task. On the other hand, Ziv et al.
(2013) who supported the enhancement hypothesis used a set
of photographs of boys and girls in the same age group as the
participants.

Fifth, some studies suggest that the differences in emotion
recognition might depend on the intensity of facial expressions.
For example, deaf children, aged from 7 to 13, with a cochlear
implant, were better than hearing children at recognizing emo-
tions from low-intensity photographs of angry and scared faces
(Hopyan-Misakyan et al., 2009). Similarly, when children were
asked to name emotional expressions of photographed fearful
and disgusted faces, deaf children were more accurate than
hearing children (Hosie et al., 1998).

Sixth, support for the deficit or enhancement hypotheses
may depend on the type of examined emotions. For example,
Sidera et al. (2017) showed a delay in the ability of deaf children to
recognize frightened, surprised, and disgusted expression. How-
ever, deaf children recognized happy, sad, and angry expressions
with a similar accuracy to hearing children. Wang et al. (2011)
found that for both deaf and hearing children happiness was
easier to recognize than anger and fear. This finding is consistent
with so-called “happiness superiority effect,” a phenomenon
frequently observed in research on emotion recognition among
hearing individuals, that is described as the tendency to prior-
itize positivity (Anderson, Christoff, Panitz, De Rosa, & Gabrieli,
2003; Craig, Becker, & Lipp, 2014).
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Finally, mixed results for emotion recognition abilities
may be at least partially determined by the character of
stimuli used in the recognition task. It should be noted that
almost all of the aforementioned research used static pictures.
However, temporal patterns of facial expressions are useful cues
for distinguishing emotions (Sato, Kochiyama, Yoshikawa, Naito,
& Matsumura, 2004). For example, Becker et al. (2012) conducted
a series of studies with hearing adults using dynamical
presentation of faces which were transforming from neutral to
angry or happy expressions. They found that “becoming-happy”
faces were recognized faster and with higher accuracy. Contrary,
the recognition of “becoming angry” faces required more time
which suggests that cognitive processing during threat detection
occurs at later stages of emotion recognition.

Dynamic Emotion Recognition

Deaf people use their facial expressions to emphasize lexical
indications of certain emotions and linguistic information
which, in spoken languages, are typically conveyed by voice
(e.g., Corina, Bellugi, & Reilly, 1999). Deaf individuals might
have developed unique encoding mechanisms to maximize
their ability to absorb facial expressions for both affective and
linguistic input during conversation (Letourneau & Mitchell,
2011). Letourneau and Mitchell (2011) observed in an eye-
tracking study that deaf individuals tend to pay an extended
attention to facial expressions compared to hearing individuals.
Specifically, deaf adults (congenital or early deafened signers)
devoted more fixations (but not first fixations) to the mouth area
of still images than hearing adults did. The authors explained
this effect suggesting that facial expressions convey the majority
of affective information obtained from others in the absence of
auditory cues (e.g., Sidera et al., 2017). This interpretation is
in line with Emmorey’s and McCullough’s findings (2009) who
demonstrated that although deaf adults keep their fixations on
the face of their interlocutor, they are able to simultaneously
perceive manual signs and facial expressions.

Facial expressions of basic emotions (happy, sad, fear/sur-
prise, disgust/anger) are produced with constriction of different
facial muscles (Jack, Garrod, & Schyns, 2014), depending on the
emotional expression (Smith, Cottrell, Gosselin, & Schyns, 2005)
which evolve in specific sequences over time. For example, a
happy facial expression is recognized mainly by a smile which
is produced by a constriction of the musculus risorius muscle.
Temporal patterns of facial expressions are useful cues for dis-
tinguishing emotions (Sato et al., 2004; Smith et al., 2005), which
evolve in specific sequences over time. Therefore, successful
emotion categorization requires dynamical scanning of facial
regions responsible for emotion production, for example, the
mouth for happiness recognition (Delis et al., 2016). A review
based on research with hearing adults shows that there is a
dynamic advantage in emotion recognition of facial expressions,
as dynamic information improves identification of more subtle
facial changes (Krumhuber, Kappas, & Manstead, 2013).

Jones et al. (2018) did not observe any differences in emotion
recognition from dynamic pictures between hearing and hard-
of-hearing children. Their performance was similar even when
movement was displayed at low levels of intensity. However,
when static pictures were presented, the hard-of-hearing chil-
dren performed worse than their hearing peers. This suggests a
compensatory role of motion in emotion recognition among deaf
children. In sum, research suggests that the use of dynamical
stimuli, even with a minimal amount of movement, improves
performance of deaf participants in recognizing emotion.

Eye Tracking and Visual Gaze Dynamics

Eye tracking has become an important method to study visual
attention and the correspondence between attention and behav-
ior (Duchowski, 2007). Recording of eye movements provides a
clear indication of overt gaze orientation during emotion recog-
nition. When monitoring gaze, we assume that direction of gaze
corresponds to visual attention (the eye-mind hypothesis; Just &
Carpenter, 1984).

The process of viewing any stimuli is an interplay between
fixations and saccades. Fixations can be understood as rela-
tive stops between two consecutive saccades, which are rapid
eye movements. Typical duration of fixations is between 150
and 300 ms; however, shorter and longer fixations have been
observed (Rayner, 1998). Saccade amplitude ranges between 20
and 200 ms (Fischer & Ramsperger, 1984). We acquire new infor-
mation during fixations.

In terms of eye movement parameters, short fixations
followed by long saccades are characteristic of ambient attention
(Figure 1a), while longer fixations followed by shorter saccades
are indicative of focal attention (Unema, Pannasch, Joos, &
Velichkovsky, 2005) (Figure 1b). Focal attention is often treated as
an indicator of deep information processing, whereas ambient
attention indicates stimuli exploration (Krejtz, Duchowski,
Krejtz, Szarkowska, & Kopacz, 2016; Strauch, Huckauf, Krejtz,
& Duchowski, 2018). Ambient information processing is typical
for visual exploration (Krejtz et al., 2016; Strauch et al., 2018),
indicating a relatively fast scanning of low-level characteristics
of visual stimuli (Posner, 1980).

The interplay between focal and ambient modes of visual
information processing changes dynamically. At early stages of
scene perception, shorter fixations and longer saccades appear
to explore the scene. Once a target has been identified, longer
fixations are followed by shorter saccades suggesting a change to
a focal mode of processing (Irwin & Zelinsky, 2002; Velichkovsky,
Joos, Helmert, & Pannasch, 2005).

At early stages of viewing time, people tend to exhibit more
ambient processing while searching for distinctive aspects of the
stimulus. During this time, attention is likely guided by stimuli
characteristics. In later stages gaze characteristics become
more focal. During this time attention tends to be internally
motivated (Krejtz, Szarkowska, Krejtz, Walczak, & Duchowski,
2012; Velichkovsky et al., 2005). For example, Krejtz et al. (2018)
measured ambient and focal attention during recognition
of facial emotional expressions among socially anxious and
non-anxious hearing participants. Their results indicated
that recognition of negative emotions was less accurate,
required more time, and their processing was more ambient.
Anxious individuals exhibited more ambient processing of facial
expressions than non-anxious individuals. Greater ambient
processing was interpreted as an indicator of emotional and
cognitive withdrawal during exploration of facial expression
(Krejtz et al., 2018).

A mathematical expression of ambient–focal attention,
relating fixation duration and saccadic amplitude immediately
following a fixation has been proposed for the analysis of static
and dynamic viewing (Krejtz et al., 2016). The K coefficient
(based on the relationship between fixation duration and
amplitude of subsequent saccade) was used as the indicator of
gaze dynamics shifting between ambient–focal attention (Krejtz
et al., 2016; Krejtz, Çöltekin, Duchowski, & Niedzielska, 2017).
The K coefficient combines fixations and saccades into a single
expression capturing the dynamic interplay of ambient and focal
attention. The K coefficient is computed for each participant and
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Figure 1 Exemplary scanpaths of recorded eye movements while viewing angry facial expression.

experimental trial as

K〉 = di − μd

σd
− ai+1 − μa

σa
,K = 1

n

∑
n
Ki

where di and ai+1 are fixation duration and consecutive saccade
amplitude; μd and μa are mean fixation duration and saccade
amplitude, respectively; and σdand σaare the fixation duration
and saccade amplitude standard deviations (SDs), respectively,
computed over all n fixations and hence nK〉 coefficients. The
K coefficient is expressed in SD units. For example, K = −1SD
indicates that, in the current moment of viewing, standardized
fixation duration is 1 SD smaller than the standardized saccade
amplitude. Consequently,K = +1SD indicates that fixation dura-
tion is 1 SD greater than the standardized saccade amplitude.
Thus, K < 0 is interpreted as manifest of ambient attention, and
K > 0 is interpreted as the focal mode of information processing.
Coefficient K is unbounded (has no lower or upper limit), but
its distribution does not deviate from the normal distribution
(Krejtz et al., 2016).

The K ambient/focal coefficient fosters statistical compar-
ison between individuals and between groups. It has been
validated in a parallel and serial search study using abstract
stimuli (Krejtz et al., 2016) and also in a dynamic emotion
recognition study among socially anxious individuals (Krejtz
et al., 2018). Previous research has demonstrated the usefulness
of K in capturing attentional dynamics of visual information
processing during different cognitive and emotional tasks, such
as map reading (Krejtz et al., 2017), multimedia learning (Krejtz
et al., 2012), decision making (Duchowski et al., 2019), or emotion
recognition (Krejtz et al., 2018).

The Present Study

The present study investigates group differences among deaf
and hearing individuals in dynamics of ambient–focal attention
during recognition of dynamical facial expressions. The first
hypothesis predicts that during the early stages of facial expres-
sion recognition, all participants would exhibit more ambient
attention compared to later stages of emotion recognition. In
later stages of emotion recognition (before a decision is made),
it is hypothesized that both groups will switch to more focal
attention, with effects alterable by emotional expression and
group.

The second prediction expects a preference for recognition
of happy faces supporting the happiness superiority effect
(Anderson et al., 2003; Craig et al., 2014), among both deaf and

hearing participants. It is hypothesized that happy faces will
be recognized with greater accuracy and with eye movement
indices indicating deeper processing of happy faces than
negative facial expressions (longer fixations and more focal
attention to happy faces than negative ones). This prediction
is based on previous findings observed in a group of socially
anxious people (Krejtz et al., 2018). Krejtz et al. showed that
recognition of negative emotional expressions was less accurate
and less efficient compared to recognition of positive faces,
as visual scanning during recognition of negative faces was
more ambient. This effect was the most pronounced among
socially anxious participants when looking at facial expressions
of anger. We may assume that more ambient attention while
looking at negative emotional facial expressions suggests less
attentive processing whereas more focal attention to positive
facial expressions suggests more attentive processing. Greater
focal attention to happy rather than negative facial expressions
supports the happiness superiority effect.

Our third hypothesis predicts that deaf and hearing individ-
uals will differ in visual scanning of faces for signs of emotional
expressions. Due to some inconsistencies in the findings of
behavioral studies comparing emotion recognition among deaf
and hearing people, suggesting similarities (e.g., Hao & Su, 2014),
or supporting either enhancement (e.g., Arnold & Murray, 1998)
or deficit hypotheses (e.g., Gray, Hosie, Russell, & Ormel, 2001), we
examined group differences on an exploratory basis. We believe
that eye tracking will help to clarify the nature of potential differ-
ences by explaining the complexity of the emotion recognition
processes.

Finally, successful emotion recognition requires dynamical
scanning of facial regions responsible for emotion production
what can expedite transitioning into focal attention. Each
stimulus is explored in the ambient mode at the beginning
regardless of individual differences. A wider perceptual span
can shorten the process of exploration (Stevens & Neville, 2006).
As deaf individuals are more reactive to motion in the peripheral
field (Armstrong et al., 2002), we predict that they are faster in
finding crucial signals leading to a faster switching into focal
attention comparing to hearing individuals. As a consequence,
they will distribute their attention differently than hearing
participants over relevant regions of interests (e.g., eye and
mouth; Letourneau & Mitchell, 2011).

In summary, our study offers several advantages over
previous investigations of emotion recognition among deaf
participants. First, we use eye tracking to capture visual attention
during emotion recognition. Registering paths of eye movements
allows for a thorough examination of basic attentional processes
that cannot be recorded by behavioral studies. We are aware
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of only two studies that incorporated eye tracking to study
emotion recognition among adult deaf individuals (Letourneau
& Mitchell, 2011; Watanabe et al., 2011); however, they did not
analyze the process of gaze dynamics obtained during display of
video stimuli. Second, we apply a measure of eye movement
dynamics, namely K coefficient, allowing examination of
switching between ambient and focal attention. Finally, earlier
studies of emotion perception among DHH used static stimuli
(e.g., Sidera et al., 2017). We believe that dynamical facial
expressions (short video clips) are more ecologically valid
reflecting the natural condition of emotion recognition.

Method
Participants

Thirty-four white Caucasian individuals (11 females), aged
between 17 and 28 years old, (M = 20.53; SD = 2.05) participated
in the study. There were 17 deaf participants recruited from
the Institute for the Deaf in Warsaw. Participants were matched
in age and gender with 17 hearing participants who did not
declare any hearing loss, recruited from the SWPS University
of Social Sciences and Humanities in Warsaw. The deaf and
control groups were similar in age (Mdeaf = 20.18; SD = 1.63;
Mhearing = 20.88; SD = 2.39; t[28.20] = 1.00; p = .324) and gender
(number of females: ndeaf = 5; nhearing = 6; χ2(1) = .13; p = .714). All
participants had normal or corrected to normal vision.

Among the deaf participants, six declared profound hearing
loss (90 dB), nine declared severe hearing loss (70–90 dB), and two
declared moderate hearing loss (60 dB). Ten participants were
deaf at birth, and 7 lost their hearing at the age of 6 or earlier. The
etiology of hearing loss was not collected. Thirteen participants
had both hearing parents, 2 had both deaf parents, and 2 had one
deaf parent. Seven deaf participants declared that sign language
was their primary language; 6 participants declared that spoken
language was their primary language; and 4 deaf participants
declared that they did not have a language preference. On a 10-
point Likert-type scale (anchored: 1 = none; 10 = proficient), deaf
participants rated proficiency in their sign language (M = 7.94;
SD = 1.64) and in their spoken language (M = 6.53; SD = 1.77).
Twelve participants did not use any hearing aid at the time of
the study.

Participation in the study was voluntary, and there were no
incentives for participation. All participants signed a written
consent form, as well as parents of participants under 18 years
old. At the end of the experiment all participants were indi-
vidually debriefed. A research assistant for the deaf group was
fluent in Polish sign language. The study was approved by the
review board for research involving human participants of the
first author’s institution (protocol number: 23/2016; date: June
14, 2016).

Experimental Task and Stimuli

The task started with a 5-point eye-tracker calibration. The
average calibration error was recorded at .47

◦
(SD = .19). Deaf and

hearing participants did not significantly differ in calibration
error, t(24.59) = 1.85, p = .077.

The experimental procedure followed the protocol described
by Krejtz et al. (2018). Participants were randomly presented with
18 videos starting with a still image of a neutral face that within
10 s changed gradually to full intensity of a happy, sad, or angry
expression. The videos were created with the use of morphing,
that is, a computer technique that generates smooth transitions

between images. For the purposes of this study we used pictures
of three male and three female models taken from the Warsaw
Set of Emotional Facial Expression Pictures (Olszanowski et al.,
2015). The images were selected on the basis of the Facial Action
Coding System (Ekman, Friesen, & Hager, 2002) and similarity of
facial action unit scores (AU scores) provided for each picture.
Specifically, we relied on AU12 (lip corner puller), AU15 (lip
corner depressor), and AU4 (brow lowerer).

FantaMorph 5.0 software was used to synthesize dynamic
emotional expressions, resulting in stimuli movies with 29 fps.
Each stimulus was created from two images of the same face
showing neutral and full emotional expression. The morphing
effect was achieved by using over 100 facial landmarks. Each trial
presented a morphed video at a constant rate across all trials and
all participants.

Participants were instructed to press the space bar as soon
as they decoded the emotion. This means that each video was
ended by the participant once he/she recognized the morphed
emotion indicative of individual emotion recognition response
time. After each video the recognition question “Which emotion
was presented?” appeared on the screen. Participants answered
using a single choice scale (happiness, sadness, or anger); see
Figure 2a. After their choice, the next video was presented. In
the procedure there was no fixation cross prior to the onset of
the morph clips. However, we applied a standard procedure in
eye-tracking data preparation, which excludes the first fixation
made after the change of stimulus.

The experimental procedure was prepared with SMI Exper-
iment Center software. Eye movements were recorded with an
SMI RED eye tracker at a sampling rate of 120 Hz. Participants
were seated in front of a 22-inch monitor and 1,680 × 1,050
resolutionat a distance of ∼57 cm from the screen; see Figure 2b.

Experimental Design

The present study is an eye-tracking experiment following a 2
(Group) × 3 (Emotion) mixed design. The first fixed factor (Group)
described two independent groups: deaf and hearing partici-
pants. The second fixed factor (Emotion) was a within-subjects
experimental manipulation of the facial emotional expressions
presented to the participants. This factor consisted of three
emotional expressions: happiness, sadness, and anger.

Results
Raw data were processed with SMI’s BeGaze software. SMI’s
BeGaze dispersion-based algorithm was used for detection
of fixations and saccades. Fixations of duration 80–1,200 ms
were analyzed together with saccades of amplitude < 10◦

(Velichkovsky et al., 2005).
Eye movement data from each stimulus were categorized into

two dynamic areas of interest (AOIs) drawn around the eyes and
mouth; see Figure 2c. These two AOIs were selected bearing in
mind the role of muscles around the eyes and mouth used for
facial emotion expression (Bombari et al., 2013; Ekman, 1993;
Vassallo, Cooper, & Douglas, 2009; Waters, 1987). The AOIs were
used in the statistical analyses as a within-subjects fixed factor.

To analyze the dynamics of eye movements during scanning
of dynamical facial expressions, the viewing duration of each
stimulus was divided in three time segments (early, middle,
and late) for each participant. Since each trial duration differed
depending on participants’ decision times, this division reflects
the relative early, middle, and late stages of visual processing for
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Figure 2 Procedure schematic, AOI annotations on stimulus, and apparatus.

each participant and trial. This variable was a within-subjects
fixed factor in statistical analyses.

The dependent variables used for statistical analyses were
created by averaging eye-tracking data for six stimuli faces
within each of the three emotional expression categories. The
same averaging was done for behavioral indicators, namely
emotion recognition accuracy and speed (response time). The
main indicators of attention allocation were fixation count,
average fixation duration, and first fixation allocation to the
two distinct AOIs (the eyes and mouth). Finally, the K coefficient
(based on the relationship between fixation duration and
amplitude of subsequent saccade) was used as the indicator
of dynamical visual attention shifting between ambient–focal
attention (Krejtz et al., 2016, 2017).

All statistical analyses were performed in R (R Core Team,
2017). Analysis of variance (ANOVA) was used for hypotheses
testing, followed by post-hoc pairwise comparisons with mul-
tivariate t correction. Whenever the homogeneity of variances
assumption was not met, we report results with Greenhouse–
Geisser correction. Each ANOVA result is provided with
significance level and effect size expressed by the generalized
eta-squared (η2) coefficient.

Emotion Recognition: Prioritizing Happiness

To test the differences in emotion recognition accuracy and
response time between the groups and different emotions, two
mixed design 2 × 3 ANOVAs were conducted with the group as
a between-subjects factor and facial emotional expression as a
within-subject factor.

Accuracy In general, the recognition of emotional expression
from morphing faces seemed to be fairly easy. Overall accuracy
was close to 90% (M = .89; SD = .09). ANOVA for accuracy of emo-
tion recognition showed that participants from both groups were
similarly accurate, F (1, 38) = 1.48; p = .232; η2 = .02 (deaf group:
M = .87, SD = .12; hearing group: M = .91, SD = .06). The analysis
revealed a significant main effect of emotional expression,
F (1.58, 59.91) = 20.58, p < .001, η2 = .22. Post-hoc analysis showed
that accuracy for happy faces (M = .99; SD = .05) was significantly
higher (p < .001) than for sad (M = .85; SD = .16) or angry (M = .83;
SD = .23) facial expressions. The difference in accuracy between
angry and sad faces was not significant. Interaction between
emotional expression and group was not significant.

Response time Participants made their decisions about which
emotion is expressed on the morphing face in ∼5 s, on

average (M = 4797.47 ms; SD = 1596.94). ANOVA showed that
recognition time differed significantly between emotions, F
(1.74, 65.98) = 79.66, p < .001, η2 = .23. Decisions were significantly
(p < .001) faster when examining happy faces (M = 3533.52 ms;
SD = 2036.02) than sad (M = 5643.81 ms; SD = 1984.18) or angry
faces (M = 5215.07 ms; SD = 2278.08). The difference in recog-
nition time between sad and angry faces was statistically
significant (p = .031).

The main effect of group did not reach significance;
however, a tendency favoring deaf participants was observed,
F (1, 38) = 2.85, p = .09, η2 = .06. Deaf participants were marginally
faster in their decisions (M = 4313.12 ms; SD = 1426.94) compared
to the hearing group (M = 5155.46 ms; SD = 165.50). The observed
tendency should be interpreted with caution, as the effect
of group explains only 6% of the decision time variance.
Interaction between the group and emotion was not statistically
significant.

Visual Attention Allocation

Emotion recognition requires a certain amount of attention allo-
cated to the eyes and mouth as the most important regions of
facial emotional expression (Smith et al., 2005). In order to test
the distribution of visual allocation to the morphing faces we
considered three indicators: average fixation duration, fixation
count on the eyes and mouth, as well as the first fixation
location. The first fixation location may indicate which region of
the face, the eyes, or the mouth was the most salient for emotion
recognition.

Two independent ANOVAs of mixed design 2 (Group) × 2
(AOI) × 3 (Emotion) were conducted for average fixation duration
and fixation count. Due to the nominal type of the location of the
first fixation we used cross tables and independence χ2 tests.

First fixation allocation In order to examine the differences in
location of the first fixation (to the eyes or mouth) during the
recognition of happiness, sadness, or anger by deaf and hearing
participants, a three-way cross table was constructed (Table 1).

The chi-squared test for independence reached statistical
significance, χ2 (7) = 24.22, p = .001.

To interpret this significant effect, the three-way table was
decomposed into 3 two-way cross tables of AOI and Group
(separate for each emotion). The independence chi-squared test
for happy facial expressions was only marginally significant,
χ2(1) = 2.925, p = .087. Proportion tests showed that deaf partic-
ipants had fewer first fixations allocated to mouth region than
hearing, and there were no group differences in allocation of the
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Table 1 Proportion tests of differences between deaf and hearing
individuals in allocation of first fixation

Emotion AOI Deaf Hearing χ2

Happiness
Mouth .32 .68 14.83∗∗∗
Eyes .49 .51 <1

Sadness
Mouth .33 .67 25.59∗∗∗
Eyes .50 .50 <1

Anger
Mouth .31 .69 32.60∗∗∗
Eyes .50 .50 <1

Note. ∗∗∗p < .001; χ2—one-sample proportion test.

first fixation to eyes; see Table 1 for detailed proportion values
and proportion tests results.

The chi-squared test was significant for sad, χ2(1) = 5.10,
p = .024, and angry facial expressions, χ2(1) = 6.18, p = .013. Pro-
portion tests between deaf and hearing participants showed that
while looking at sad and angry faces, deaf participants allocated
their first fixations significantly less often to the mouth AOI
than hearing participants. At the same time, the proportion of
first fixations allocated to the eyes for both negative emotional
facial expressions did not differ between deaf and hearing indi-
viduals. The results suggest group differences in visual strategy
of different emotion recognition. The mouth region captured
significantly fewer first fixations among the deaf participants
than hearing participants.

Fixation count ANOVA of fixation count revealed a significant
main effect of Emotion, F (1.95, 58.35) = 48.42, p < .001, η2 = .16.
The following post-hoc analysis showed that happy faces gath-
ered significantly (p < .001) fewer fixations before the recognition
of emotion (M = 3.70; SD = 5.07) than the sad (M = 5.96; SD = 5.18)
or angry faces (M = 5.73; SD = 5.73). The difference in fixation
count on sad and angry faces was not statistically significant.
A statistically significant main effect of AOI, F (1, 30) = 60.29,
p < .001, η2 = .32, showed that the eyes attracted almost twice
as many fixations (M = 6.55; SD = 6.06) as the mouth (M = 3.51;
SD = 3.64).

There was a significant interaction effect of AOI and emotion,
F (1.86, 55.86) = 48.71, p < .001, η2 = .11; see Figure 3a. Post-hoc
comparisons showed that there was a significantly (p < .001)
larger number of fixations on the eyes than on the mouth for
sad and angry faces. For happy faces this difference only reached
statistical tendency, p = .09.

Average fixation duration The present analysis examined aver-
age fixation duration as a dependent variable. A statistically
significant main effect of AOI, F (1, 30) = 10.79, p = .003, η2 = .07,
showed that average fixation duration was longer when look-
ing at the mouth (M = 378.70 ms; SD = 243.25) than at the eyes
(M = 319.16 ms; SD = 173.14).

The main effect of the emotional expression was marginally
significant, F (1.83, 54.97) = 3.07, p = .054, η2 = .01. Post-hoc tests
show that average fixation duration was longer (p = .042) on
happy faces (M = 355.60 ms; SD = 202.69) than on sad faces
(M = 339.38 ms; SD = 170.57). The average fixation duration when
recognizing angry faces (M = 344.41 ms; SD = 177.45) was neither
statistically different from happy nor from sad faces.

The interaction effect between emotion expressed by the
face and AOI reached significance, F (1.93, 58.02) = 15.16, p < .001,
η2 = .07; see Figure 3b. Pairwise comparisons showed that,
when recognizing happy faces, participants made significantly
(p < .001) longer fixations on the mouth (M = 424.37 ms;
SD = 206.43) than on the eyes (M = 295.38 ms; SD = 123.09). During
recognition of both sadness and anger the difference in fixation
duration between the eyes and mouth was not significant
(Figure 3b). Neither the main effect of group nor interaction
including group reached statistical significance.

Visual Gaze Dynamics

Recognition of emotion from a dynamically changing face needs
a certain pattern of attentional focus: from ambient scanning
to focal visual information processing. The later stage of stim-
uli processing is hypothetically associated with deeper visual
information processing, which facilitates and precedes decision.
In order to test the hypothesis a 3-way 2 × 3 × 3 mixed design
ANOVA was performed with Group as the between-subjects
factor and Emotion and Trial Time (divided into three equal
periods) as within-subjects factors. We used the K coefficient
as the dependent variable to test changes in ambient–focal
attention dynamics.

In line with expectations, analysis showed a main effect
of trial time on ambient–focal attention, F (1.94, 60.14) = 4.33,
p = .017, η2 = .20. Post-hoc tests showed that in the first period
participants’ attention was ambient (M = −.05; SD = 1.73) then
shifting to focal attention in the second time period (M = .09;
SD = 1.66), p < .001. The difference in K between the second
and third time periods did not reach statistical significance,
p = .19. The shift from ambient to focal attention observed during
emotion recognition of dynamical facial expression is consistent
with the literature (e.g., Krejtz et al., 2018; Unema et al., 2005;
Velichkovsky et al., 2005).

The general pattern of visual gaze dynamics was significantly
moderated by emotion, F (3.55, 110.00) = 3.97, p = .007, η2 = .02.
Post-hoc comparisons showed that only for happy faces the
pattern of shifting from ambient to focal attention between
the first (M = −.06; SD = 1.49) and the second trial time period
(M = .18; SD = 1.53) was statistically significant, p = .009. For
happy faces, during the last (third) time period, attention
remained focal (M = .16; SD = 1.48), and it was significantly
(p < .01) more focal than for sad (M = −.09; SD = 1.33) and
angry faces (M = −.11; SD = 1.41). For sad and angry facial
expressions, the shift between ambient and focal attention was
not significant (although the pattern of means is consistent with
that for happy faces).

The above interaction was significantly moderated by the
group, F (3.55, 110.00) = 3.07, p = .019, η2 = .02; see Figure 4. We
decomposed the 3-way interaction 2 (Group) × 3 (Trial Time) × 3
(Emotion) into two separate ANOVAs for each group, designed
as 3 (Trial Time) × 3 (Emotion). The ANOVA results for deaf par-
ticipants showed significant interaction of emotion and time,
F (3.24, 48.61) = 5.67, p = .002, η2 = .08; see Figure 4a.

Post-hoc comparisons showed that deaf participants were
significantly more focal during the last time period when look-
ing at happy faces (M = .28; SD = 1.57) compared to both sad
(M = −.22; SD = 1.41; p = .02) and angry faces (M = −.21; SD = 1.59;
p < .05); see Figure 4a.

Post-hoc comparisons also revealed that, when looking at
happy faces, deaf participants were significantly (p = .004) more
focal during the last time period (M = .28; SD = 1.57) compared to
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Figure 3 Fixation count and average fixation duration on the eyes and mouth during recognition of happy, sad, and angry dynamical facial expressions (error bars

represent ±1 confidence intervals).

Figure 4 Dynamics of ambient–focal attention moderated by emotional facial expression and group (error bars represent ±1 confidence intervals).

the first time period (M =−.16; SD = 1.60). When looking at sad
faces, deaf participants were significantly (p = .01) more ambient
during the last time period (M = −.22; SD = 1.41) compared to the
middle time period (M = .25; SD = 1.45). There were no significant
differences when looking at angry faces across different time
periods (p > .1).

The interaction between Emotion and Trial Time was not
significant for the hearing group, F (3.01, 48.23) < 1. There
was a significant main effect of Emotion, F (1.84, 29.52) = 5.97,
p = .008, η2 = .02. In general, hearing participants were more
focal when looking at happy (M = .11; SD = 1.64) than sad
(M = −.02; SD = 1.52) and angry faces (M = −.03, SD = 1.61);
see Figure 4b.

Discussion
The main aim of the present study was to examine character-
istics of visual attention of deaf and hearing individuals while
they were decoding emotions from dynamically morphing facial
expressions. The discussion starts with a summary of the key
findings and contribution to the current literature.

Facial Expression Recognition

The present eye-tracking experiment demonstrated that hap-
piness in dynamical facial expressions is recognized with sig-
nificantly greater accuracy and in a shorter amount of time
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compared to both negative emotions (anger and sadness). This
result is in line with a well-established finding in the litera-
ture known as the “happiness superiority effect” among typical
and anxious individuals (Krejtz et al., 2018; Leyman, De Raedt,
Vaeyens, & Philippaerts, 2011) and corroborates previous studies
showing recognition advantage of happy faces (Kret, Stekelen-
burg, Roelofs, & De Gelder, 2013). In the present study, there were
no group differences in accuracy of emotion recognition. How-
ever, there was a tendency for deaf participants to be quicker in
recognition of emotional expressions in comparison to hearing
individuals. Although the result is relatively weak in terms of
effect size, it may be worth pursuing in future research on a
larger sample.

In general, the findings corroborate previous studies sug-
gesting small or no differences in emotion recognition between
D/HH and hearing individuals (Hosie et al., 1998; Most & Aviner,
2009; Rieffe & Terwogt, 2000). Results support a compensatory
role of motion in emotion recognition among deaf people (Jones
et al., 2018). The use of dynamic facial expressions provided
an advantage for deaf individuals in emotion recognition (Jones
et al., 2018) probably due to their enhanced reactivity to motion
in the peripheral visual field (Armstrong et al., 2002).

Attention Allocation

There were group differences in the allocation of the first
fixation. Deaf individuals directed their first fixations less
often toward the mouth region than did the control group.
Both groups directed their gaze similarly to the eye region.
The group difference in first fixation allocation is in line with
eye-tracking studies on the perception of a sign interpreter
(Emmorey, Thompson, & Colvin, 2008). Emmorey et al. (2008)
showed that deaf people, who are fluent in sign language,
allocate more attention to the eyes of the signing person than
hearing individuals from deaf signing families who were using
sign language in their daily lives, who fixed their eyes more often
on the signing person’s lips.

The region of eyes is crucial for recognition of negative emo-
tions (sadness or anger) (Schurgin et al., 2014). Therefore, the
first fixation directed less often towards the mouth AOI may
facilitate slightly faster emotion recognition by deaf individuals.
Previous research provided evidence of a wider perceptual span
(Stevens & Neville, 2006) among deaf people compared to hearing
individuals. The present results support these claims to some
extent. Assuming a wider perceptual span, deaf participants,
while fixating the eyes, may have monitored motion in the
mouth region.

In general, happy faces received fewer fixations than angry
and sad facial expressions, but the fixation durations tend to
be longer on happy faces than on sad faces, suggesting deeper
information processing of happiness. This finding is in line with
the tendency to prioritize happiness. Interestingly, while recog-
nizing happy faces, average fixation duration was longer on the
mouth than on the eyes, whereas while recognizing sadness and
anger there were no differences in fixation duration of the eyes
or the mouth. There were no group differences in the frequency
and duration of fixations between AOIs and emotion.

Letourneau and Mitchell (2011) found that deaf individuals
fixated more on faces than hearing individuals, whereas
Watanabe et al. (2011) reported that deaf participants allocated
more attention to eyes compared to hearing individuals. In the
both studies still images of facial emotional expressions were
used with limited presentation time (max. 4 s). The present
study focused on discerning focal and ambient processing

of emotionally morphing faces with a longer period of time
(max. 10 s). To understand visual attention processes of
recognition of dynamical facial expressions, gaze dynamics
were analyzed.

Dynamics of Ambient–Focal Attention

Our contribution to the understanding of recognition process is
the analysis of visual gaze dynamics. We assumed that in order
to recognize emotion, participants need to shift visual attention
from relatively ambient scanning of the stimuli during which
simple stimuli features are processed to a more focal attention
with deeper processing of emotional expression. In order to
examine this dynamical process, recognition response time was
divided into three equal periods. That is, analysis is based on
relative time epochs and not on absolute time, based on seconds.
This type of approach was frequently used in previous literature
on attention dynamics (e.g., Duchowski et al., 2019; Krejtz et al.,
2018; Krejtz et al., 2016, 2017).

The observed eye movement dynamics followed the hypoth-
esized pattern from ambient to focal despite the speed of
emotion recognition. In line with predictions, there was a
general pattern of switching from ambient to focal attention.
This finding corroborates previous literature on visual gaze
dynamics (Velichkovsky et al., 2005; Krejtz et al., 2016). Emotional
expression and group moderated the pattern of attentional
switching. While recognizing happiness, focal attention among
deaf participants continued to increase simultaneously with
emotion but not when decoding anger or sadness. At the last
stage of emotion recognition, eye movements were significantly
more focal on happy than on sad or angry facial expressions.
We did not observe a similar pattern of gaze dynamics among
hearing individuals (the interaction between Emotion and Time
period was not significant). Hearing participants were in general
more focal when recognizing happiness comparing to anger or
sadness.

Study Limitations and Future Directions

Future studies should investigate the hypothesis of emotional
and cognitive withdrawal from deep processing of negative
emotions, for example, in a visual search experiment presenting
emotional faces versus abstract stimuli (for review, see Frischen
et al., 2008). The results may explain group differences
(e.g., anxious versus non-anxious and deaf versus hearing) in
switching between ambient and focal attention during search for
certain emotions versus abstract stimuli. For anxious individuals
we would expect to observe more ambient processing (indicating
emotional withdrawal) for emotional stimuli compared to search
for abstract stimuli. For deaf individuals, assuming that they
“do not see better” but react faster to the stimuli in their
environment (Pavani & Bottari, 2012), we would expect a faster
switch from ambient to focal attention for both types of stimuli,
compared to hearing individuals. Reactivity measures such as
the speed of switch from ambient into focal attention may be
more sensitive than accuracy reports when comparing deaf and
hearing controls during searching for abstract and emotional
stimuli. For example Dye et al. (2009) showed that, following
early auditory deprivation, visual attention resources toward the
periphery are slowly augmented to eventually result in a clear
behavioral advantage by pre-adolescence on a selective visual
attention task. However, Dye et al. used only abstract stimuli
and did not use the distinction between ambient and focal
attention.
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Our second hypothesis referred to a preference for recogni-
tion of happy faces among the deaf and hearing participants.
In line with this prediction, both groups were more focal while
recognizing happiness, but deaf participants were more focal
during the last period of happy face recognition. To the best of
our knowledge this is the first study on ambient/focal attention
studying gaze dynamics among deaf participants. Future studies
should further examine the happiness superiority effect among
deaf participants.

In the present study there were only visual cues for emotion
recognition. However, it is worth investigating emotion recog-
nition with and without auditory cues (elements of prosody:
pitch of voice, intonation, stress, and rhythm) among individuals
with hearing or residual hearing. For example, the study of
Hopyan-Misakyan et al. (2009) indicates that children with a
cochlear implant recognize emotion in faces but have limited
perception of affective speech prosody. These difficulties may
stem in part from difficulties with pitch processing (Scherer,
1995, 2003).

We are aware that at this time that there is not enough
empirical evidence to fully understand the extent to which
residual hearing plays a role in regulating attentional and emo-
tional mechanisms. However, we believe that eye tracking sheds
some additional light on the processes. Therefore, a replica-
tion of the present study with a control of degree of hearing
loss as well as the use of hearing aids is a potentially suitable
extension.

Finally, the present study used a relatively small sample size
to capture between-group differences. The deaf group was rela-
tively heterogeneous in terms of hearing loss, and they differed
in preference for the use of sign or spoken language. These
factors as well as the sample size may be responsible for the
high variability in emotion recognition times across both groups
leading to a marginally significant between-group difference.
One may expect that the difference in decision times may reach
statistical significance level when tested on a larger and more
homogeneous sample.

Conclusions
Emotion recognition is crucial among deaf people for under-
standing of social signals and for maintenance of emotional
contact within their social environment. In the present study,
there were no substantial differences in emotion recognition
between deaf and hearing individuals. However, the pattern
of visual attention during recognition of emotion reflected
between-group differences in the first fixation to the mouth
region. Further, we observed a significant shift from ambient
to focal attention during happiness detection only for deaf
participants. Although we cannot argue for support of either
the “enhancement” or the “deficit hypothesis” (Sidera et al.,
2017), current results showed the usefulness of a dynam-
ical approach to the investigation of attentional processes
among both deaf and hearing individuals. We postulate
that motion of facial expression may afford an advantage
toward emotion recognition among deaf people (Jones et al.,
2018). The advantage of motion may be related to potential
differences in visual attention span, which calls for further
investigation.

The main contribution of this paper is its approach to analysis
of ambient and focal visual gaze dynamics. Such an approach
provides information about the dynamics of the depth of cogni-
tive processing. Deaf and hearing groups demonstrated deeper
cognitive processing of happiness.
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